1. Experimental Settings

Object Detection and Instance Segmentation. We evaluate CARAFE on Faster RCNN [11] and Mask RCNN [4] with the ResNet-50 backbone [5]. FPN [8] is used for these methods. In both training and inference, we resize an input image such that its shorter edge has 800 pixels or longer edge has 1333 pixels without changing its aspect ratio. We adopt synchronized SGD with an initial learning rate of 0.02, a momentum of 0.9 and a weight decay of 0.0001. We use a batchsize of 16 over 8 GPUs (2 images per GPU). Following the 1x training schedule as Detectron [3] and MMDetection [1], we train 12 epochs in total and decrease the learning rate by a factor of 0.1 at epoch 8 and 11.

Semantic Segmentation. We use the official implementation of UperNet [12] with the ResNet-50 backbone. During the training, an input image is resized such that the size of its shorter edge is randomly selected from \{300, 375, 450, 525, 600\}. In inference, we apply the single scale testing for a fair comparison and the shorter edge of an image is set to 450 pixels. The maximum length of the longer edge of an image is set to 1200 in both training and inference. We adopt synchronized SGD with an initial learning rate of 0.02, a momentum of 0.9 and a weight decay of 0.0001. We use a batchsize of 16 over 8 GPUs (2 images per GPU), and synchronized batch normalization is adopted as a common practice in semantic segmentation. Following [2], the ‘poly’ learning rate policy in which the learning rate of current iteration equals to the initial learning rate multiplying \((1 − \text{iter} / \text{max}\_\text{iter})^\text{power}\) is adopted. We set power to 0.9 and train 20 epochs in total.

Image Inpainting. We employ the generator and discriminator networks from Global&Local [6] as the baseline. Our generator takes a \(256 \times 256\) image \(x\) with masked region \(M\) as input and produces a \(256 \times 256\) prediction of the missing region \(\hat{y}\) as output. Then we combine the predicted image with the input by \(y = (1 − M) \odot x + M \odot \hat{y}\). Finally, the combined output \(y\) is fed into the discriminator. We apply a simple modification to the baseline model to achieve better generation quality. Compared to the original model that employs two discriminators, we employ only one PatchGAN-style discriminator[7] on the inpainted region. This modification can achieve better image quality.

For a fair comparison and taking real-world application into consideration, we use the free-form masks introduced by [13] as the binary mask \(M\). For Partial Conv [10], we just substitute the convolution layers with the official Partial Conv module in our generator. During training, Adam solver with learning rate 0.0001 is adopted where \(\beta_1 = 0.5\) and \(\beta_2 = 0.9\). Training batch size is 32. The input and output are linearly scaled within range \([-1, 1]\).

2. Visualization of CARAFE

We demonstrate how CARAFE performs content-aware reassembly with more examples in Figure 1. Red units arereassembled into the green center unit by CARAFE in the top-down pathway of a FPN structure.

3. Visual Results Comparison

Object Detection and Instance Segmentation. As illustrated in Figure 2, we provide more object detection and instance segmentation results comparison between Mask RCNN baseline and Mask RCNN w/ CARAFE on COCO [9] 2017 val.

Semantic Segmentation. We compare the semantic segmentation results between UperNet baseline and UperNet w/ CARAFE on ADE20k [15] val in Figure 3.

Image Inpainting. Comparison of image inpainting results between Global&Local baseline and Global&Local w/ CARAFE on Places[14] val is shown in Figure 4.

\[1\] https://github.com/CSAILVision/semantic-segmentation-pytorch
Figure 1: CARAFE performs content-aware reassembly when upsampling a feature map. Red units are reassembled into the green center unit by CARAFE in the top-down pathway of a FPN structure.
Figure 2: More comparison of object detection and instance segmentation results between Mask RCNN [4] baseline (left to the dash line) and Mask RCNN w/ CARAFE (right to the dash line) on COCO 2017 val.
Figure 3: Comparison of semantic segmentation results between UperNet [12] baseline and UperNet w/ CARAFE on ADE20k val. Columns from left to right correspond to the input image, ground truth, baseline results and CARAFE results, respectively.
Figure 4: Comparison of image inpainting results between Global&Local [6] baseline and Global&Local w/ CARAFE on Places val. Columns from left to right correspond to the masked input, baseline results, CARAFE results and original image, respectively.
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