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Abstract

Attributes offer useful mid-level features to interpret visual data. While most attribute learning methods are supervised by costly human-generated labels, we introduce a simple yet powerful unsupervised approach to learn and predict visual attributes directly from data. Given a large unlabeled image collection as input, we train deep Convolutional Neural Networks (CNNs) to output a set of discriminative, binary attributes often with semantic meanings. Specifically, we first train a CNN coupled with unsupervised discriminative clustering, and then use the cluster membership as a soft supervision to discover shared attributes from the clusters while maximizing their separability. The learned attributes are shown to be capable of encoding rich imagery properties from both natural images and contour patches. The visual representations learned in this way are also transferrable to other tasks such as object detection. We show other convincing results on the related tasks of image retrieval and classification, and contour detection.

1. Introduction

Attributes \cite{16} offer important mid-level cues for many visual tasks like image retrieval. Shared attributes can also generalize across categories to define the unseen object from a new category \cite{28}. Most supervised attribute learning methods \cite{7, 16, 28, 48} require large amounts of human labeling (e.g., “big”, “furry”), which is expensive to scale up to rapidly growing data. Alternatives \cite{3, 38} leverage texts on the web that are narrow or biased in scope \cite{35}.

To discover attributes from numerous potentially uninteresting images is much like finding needles in a haystack. It is more challenging to find those ideal attributes that are shared across certain categories and meanwhile can distinguish them from others. The above supervised methods reduce such a large searching space by directly using human-generated labels or semantic text. Besides costing substantial human effort, the major drawback of these methods is that they cannot guarantee the manually defined attributes are sufficiently predictable or discriminative in the feature space. Recent works \cite{33, 35, 37} address this drawback.

Figure 1. 2D feature space of our unsupervisedly learned attributes for natural images on CIFAR-10 \cite{26} and binary contour patches on BSDS500 \cite{2}. The colored lines delineate the approximate separation borderlines of the binary attributes, which are discriminative and easily interpreted semantically in both cases. In the first case, it is obvious that many attributes are shared across categories, and they together can help distinguish the categories of interest.
by mining attributes from image features to reduce inter-category confusions. Unfortunately, they are still hampered by the expense of human annotation of category labels.

In this paper, we propose an unsupervised approach to learn and predict attributes that are representative and discriminative without using any attribute or category labels. Under this scenario, a critical question arises: which attributes should be learned? We follow the hashing idea to generate meaningful attributes\(^1\) in the form of binary codes, and train a CNN to simultaneously learn the deep features and hashing functions in an unsupervised manner. We start with pre-training CNN coupled with a modified clustering method [44] to find representative visual concepts. This converts our unsupervised problem into a supervised one: we treat the visual concept clusters as surrogate/artificial classes, and the goal is to learning discriminative and sharable attributes from these concept clusters while maximizing their separability. Considering the clusters are probably noisy, we use a triplet ranking loss to fine-tune our CNN for attribute prediction, treating the cluster membership as a soft supervision instead of forcing the same attributes for all cluster members.

Our method is applied to the natural images as well as local contour patches, producing attributes that are discriminative and easily interpretable semantically (see Figure 1). We demonstrate the clear advantages of our approach over related hashing and attribute methods that lack an intermediate discriminative model or rely on clustering techniques only. We further show that the learned visual features offer state-of-the-art performance when used as unsupervised pre-training for tasks like detection on PASCAL VOC 2007 [15]. On datasets CIFAR-10 [26], STL-10 [8] and Caltech-101 [17], our approach enables fast and more accurate natural image classification and retrieval than other works. On dataset BSDS500 [2], our learned contour attributes lead to state-of-the-art results on contour detection.

2. Related Work

This work has two distinctive features: 1) deep learning discriminative attributes from data, 2) being unsupervised. A review of the related literature is provided below.

**Attribute learning:** Most attribute learning methods are supervised [7, 16, 28, 48]. They either require human-labeled attributes that are cumbersome to obtain, or use web texts [3, 38] that are biased and noisy by nature. Their common drawback is that these manually-defined attributes may not be predictable or discriminative in a feature space. In [35], nameable and discriminative attributes are discovered from visual features, but it involves human-in-the-loop. Recent advances [41, 42] show considerable promise on generating discriminative attributes under minimal supervision (require single attribute label per-image and rough relative scores per-attribute respectively), but can only be deemed as weakly-supervised and thus do not apply to our unsupervised setting. On the other hand, [33, 37] try to learn attributes in an unsupervised way, but are still supervised in that they do so on the class basis. Our motivation for producing “class”-discriminating attributes is related; however, our solution is quite different as we automatically generate “classes” from visual concept clusters as well as their discriminating attribute codes.

**Unsupervised learning:** Our first component of unsupervised clustering is related to a line of works on discriminative patch mining (e.g., [11, 44]) for finding representative patch clusters. Li et al. [29] further seek integration with CNN features which is desirable. But they need category supervision, which does not conform to our problem setting. Our method alternates between a modified clustering [44] and CNN training, which results in both robust visual concept clusters and deep feature representations.

Many unsupervised studies [4, 5, 6, 24, 53] focus on learning generic visual features by modeling the data distribution (e.g., via sparse coding [4, 5]). But Dosovitskiy et al. [1, 13] indicate that a discriminative objective is superior and propose to randomly generate a set of image classes to be discriminated in the feature space. Clustering and data augmentation for each class further give rise to the feature robustness. More recently, self-supervised learning methods learn features by predicting within-image context [12] and further solving jigsaw puzzles [34], or by ranking patches from video tracks [47]. We propose here a novel paradigm for unsupervised feature learning: by predicting discriminative and sharable attributes from some typical data clusters, meaningful feature representations emerge.

**Learning to hash:** The attributes learned by our approach are represented as binary hash codes. Among the family of unsupervised hashing methods, locality sensitive hashing (LSH) [20], iterative quantization (ITQ) [23] and spectral hashing (SH) [49] are best known, where the hash codes are learned to preserve some notion of similarity in the original feature space which is unstable. Supervised [40] or semi-supervised [46] hashing methods solve this issue by directly using class labels to define similarity. The codes are usually made balanced and pairwise uncorrelated to improve hashing efficiency. Deep hashing methods [14, 27, 31, 51, 52] come with the benefits of simultaneously learning the fea-
tures and hashing functions. We share the same merits, but differ in two aspects: 1) Our method is label-free unlike the supervised ones [27, 31, 51, 52]. Note in [27, 31, 52] a triplet loss is used as in our work, but their loss needs the class label supervision; 2) Contrary to the unsupervised study [14] that only focuses on minimizing the quantization error, ours additionally ensures code discrimination. Concretely, we introduce a clustering step to act as a soft discriminative constraint to learn the hash codes and features.

3. Unsupervised Deep Learning of Visual Attributes and Representations

Our goal is to learn visual attributes and features directly from unlabeled data. We do not hand-design attributes with a list of descriptive words, but expect them to emerge from salient properties of data. We believe that we can at least first find some representative visual concepts, then we summarize their attributes based on the concept intersections. Ideally, the learned attributes are shared across some of these visual concepts and also keeping them apart from others. But how to exploit the sea of overwhelmingly uninteresting data to find interesting visual concepts? And it is not even clear which attributes should be learned, or whether the already learned ones are discriminative.

To attack the above two problems, we propose a two-stage method as shown in Figure 2. The first stage performs alternating unsupervised discriminative clustering and representation learning with CNN to discover representative visual concepts. The concepts can correspond to frequent image primitives or objects (segments), see Figure 3. Then they are passed to the next stage as a soft guidance. Specifically, we perform discriminative hashing under a triplet ranking loss to predict binary attributes, while fine-tuning the feature representations. Such learned attributes are of a lower level granularity than visual concepts but at a higher level than low-level features such as HOG [9], see Figure 4. We will take the natural images from CIFAR-10 and binary contour patches from BSDS500 for example to expand the details in the following.

3.1. Unsupervised Representation Learning from Visual Concept Clusters

Good-quality visual concepts are important bases to estimate attributes from. They need to meet two requirements: to be representative in the visual world, and discriminative against the rest of the world. To find such a subset from large quantities of unlabeled noisy data, we apply the unsupervised discriminative clustering method [44]. It alternates between clustering the “discovery dataset” $D$ and training a discriminative SVM classifier for each cluster against the “natural world dataset” $N$ for refinement. Cross-validation at each step is used to prevent overfitting. The found clusters are likely to correspond to our desired visual concepts.

Then we train a CNN to learn robust feature representations through classification of these clusters with a softmax loss. Considering the initial clusters might not have been very good to begin with, we alternate between the clustering process and CNN feature learning to ensure robustness.

In practice, we set $D$ as one halved subset from our training data, i.e., 50 thousand color images from CIFAR-10 or one million binary contour patches from BSDS500, and $N$ as another half or random web data. Inspired by [1, 13], we offer two modifications to the above clustering: 1) We merge similar clusters to extract more diverse attributes. The merging starts with training SVM classifiers again but between the clusters in $D$ this time. Using the firing score as a similarity metric, we greedily combine the most overlapping pair of clusters (threshold 0.4) until no changes can be made, ending up with only hundreds of clusters for both contour patches and CIFAR-10 images. Such cluster sizes are reasonable in view of the intrinsic complexity of the respective problem: CIFAR-10 dataset contains moderate visual variations in 10 categories, and today’s common practices [30, 43] group image edges into 100-150 categories. 2) We augment each cluster 20 times with different image transformations, aiming to make the learned features invariant to such transformations. This brings further improvement as confirmed in our empirical results.

Note we initialize the clustering of color images and binary contours with HOG [9] and DAISY [50] features respectively. The alternating process of clustering and CNN feature learning usually converges within 3 rounds. Figure 3 compares our CNN clustering results with those by $k$-means+initialized features. The visual concepts discovered by our approach are representative, meaningful and diverse. They are more consistent and convey richer information than $k$-means.
3.2. Weakly-Supervised Attribute Learning

Next, we learn attributes from the visual concepts that are probably overcomplete (e.g., horizontal and single-lined contours, dogs on the green grass in Figure 3). We aim to summarize from them compactly shared attributes while retaining discrimination. This is, however, an extremely hard optimization problem due to the large searching space. In particular, we can have extremely discriminative codes (e.g., assigning unique code to each visual concept) which are hard to predict from images. Or we can have the most predictable codes but with little information thus poor discrimination. The authors of [33, 37] strike a compromise by finding alternative ways to describe some attributes, e.g., find alternative ways to describe some attributes, “aligned background”, the 5 rows of contour patches as “simple”, “curved”, “double-lined”, “junctional”, “polyline”. It is interesting to find alternative ways to describe some attributes, e.g., the last row of CIFAR-10 images also contrasts vehicle with animals.

Next, we learn attributes from the visual concepts that are hard to predict from images. Or we can have the most discriminative codes but with little information thus poor discrimination. This approach ensures the learned attributes are both predictable and discriminative with built-in margins. It is more favorable than the supervised and non-deep learning-based methods [33, 37] by a joint learning of deep features and hashing functions, while not requiring class supervision. Formally, we define our hashing function as:

$$h(\mathbf{x}; \mathbf{W}) = \text{sign}((\mathbf{W}^T f(\mathbf{x})))$$

where $$\mathbf{W} \in \mathbb{R}^{d \times K}$$ denotes the hashing weights. The hashing bias is zero as we zero-mean all the visual concept features $$f(\mathbf{X})$$. The weights and bias of feature mapping $$f(\cdot)$$ are omitted here for brevity. Then our objective function is:

$$\min \sum_i \varepsilon_i + \alpha \text{tr}[\mathbf{W}^T f(\mathbf{X}) f(\mathbf{X})^T \mathbf{W}] + \beta \|\mathbf{W}\|_2^2 + \gamma \|\mathbf{W}\|_2^2,$$

$$\text{s.t. } \max \{0, \rho + H(b_i, b_i^+) - H(b_i, b_i^-)\} \leq \varepsilon_i,$$

$$\forall i, b_i = h(\mathbf{x}_i; \mathbf{W}), \text{ and } \varepsilon_i \geq 0,$$  \hspace{1cm} (2)

where $$\varepsilon_i$$ is a slack variable, $$\rho = K/2$$ is a preset margin between Hamming distances $$H(\cdot, \cdot)$$ of within-cluster code pair $$\{b_i, b_i^+\}$$ and between-cluster code pair $$\{b_i, b_i^-\}$$, and $$\alpha, \beta, \gamma$$ are regularization parameters. The second and third terms aim to enforce the desirable properties of hashing—balanced partition and independence of the code bits respectively, as is commonly done in [20, 23, 46, 49]. For the ease of optimization, they are relaxed to the data variance maximization and pairwise bit independence constraints following [46]. The fourth term penalizes large weights.

The optimization of Eq. 2 is still intractable due to the discontinuity of the hashing function in Eq. 1. To this end, we further relax $$h(\mathbf{x}; \mathbf{W})$$ to:

$$h(\mathbf{x}; \mathbf{W}) = 2\sigma(\mathbf{W}^T f(\mathbf{x})) - 1,$$  \hspace{1cm} (3)

where $$\sigma(x) = 1/(1 + \exp(-x))$$ is the logistic function. The Hamming distance thus becomes:

$$H(b_i, b_j) = (K - b_i^T b_j)/2.$$  \hspace{1cm} (4)

The final objective function is optimized by stochastic gradient descent. Via the back-propagation algorithm we
fine-tune our CNN to update both the feature representations \( f(\cdot) \) and hashing functions \( h(\cdot) \). In practice, we initialize \( W \) as the projection computed by [37] on low-level features. During CNN tuning, data \( x_i \) is randomly sampled from all the clusters. \( x^+_i \) is randomly drawn from the same cluster, while \( x^-_i \) is chosen as the between-cluster one that most violates the triplet ranking order (loss is maximum) in one random mini-batch. We still need to decide \( K \), the number of attribute codes we wish to learn. However, there is no clue to predict \textit{a priori} which codes will be useful, so we leave it to experimental evaluation. We show that the learned attribute codes via our approach highly correlate with a variety of semantic concepts, although we do not explicitly enforce the learning to be semantic. Figure 4 show examples of attribute codes learned from images and contours, \textit{e.g.}, “animals” at various backgrounds, “simple” contours full of various single-lined ones \textit{etc}. This validates that we are indeed capable of extracting meaningful attributes shared across visual clusters.

4. Applications

4.1. Object Detection Pre-training

We first evaluate the quality of our feature representations under the proposed unsupervised learning paradigm. We choose to fine-tune our learned features for another task of object detection on PASCAL VOC 2007 to examine the feature transferability, treating our unsupervised attribute learning as a pre-training step. To acquire a deeper understanding of image contents and learn more effective feature representations, we train our unsupervised model this time on the large-scale ImageNet 2012 training set [10]. It contains 1.3 million images (labels discarded), much more than that in CIFAR-10, and has larger image diversity. But it is more challenging to perform unsupervised learning on the high-resolution ImageNet images than on the 32 \times 32 pixel CIFAR-10 images and 45 \times 45 BSDS500 contour patches, since the pixel variety grows exponentially with spatial resolution. Then following [12], we sidestep this challenge by learning from sampled patches at resolution 96 \times 96.

We use the AlexNet-style architecture as in [12] for unsupervised pre-training, but adjust it to the Fast R-CNN framework [21] for fast detection on the input image of size 227 \times 227. For pre-training on ImageNet, we particularly initialize our first clustering step with the more elaborated features (SIFT+color Fisher Vectors) in [36] in this harder case, and form 30 thousand concept clusters. For fine-tuning on the VOC training set, we copy our pre-trained weights up to the \textit{conv5} layer and initialize the fully connected layers with Gaussian random weights.

4.2. Image Retrieval and Classification

Image retrieval on CIFAR-10 dataset: Figures 1 and 4 already show that our attributes can describe meaningful image properties learned from the CIFAR-10 dataset. Although they do not have explicit names, many of them strongly correspond to semantics and even convey high-level category information. This makes them suitable to be used as binary hash codes for fast and effective image retrieval.

Image classification on STL-10 and Caltech-101 dataset: To classify the high-resolution images from STL-10 (96 \times 96) and Caltech-101 (roughly 300 \times 200), we follow [13] to unsupervisedly train CNN on the 32 \times 32 patches extracted from STL-10 images. For an arbitrarily sized test image, we compute all the convolutional responses and apply the pooling method to the feature maps of each layer: 4-quadrant max-pooling for STL-10, and 3-layer spatial pyramid for Caltech-101. Finally, one-vs-all SVM classifiers are trained on the pooled features. Here we use our learned features again to validate their semantic quality for classification, which enables a fair comparison with [13] as well.

4.3. Contour Detection

The attributes of image contours are little explored. Here we argue that such mid-level attributes other than the commonly-used low-level features (\textit{e.g.}, DAISY [50]) are very valuable to detect image contours or even their enclosed objects. We show the value of our unsupervised attribute learning method in the task of contour detection. We are aware of only two related works [30, 43] that unsupervisedly learn “sketch tokens” by k-means for contour detection. While their results are satisfying, “sketch tokens” can be at most seen as the instances of a \textit{single}-attribute about contour shape.

Recall that we previously have only learned unsupervised contour attributes from the binary contour patches—hand drawn sketches of natural images. One question remains unaddressed: how to predict for an input color image the contours and associated attributes simultaneously? We propose an efficient framework as shown in Figure 5 to achieve this goal. We first train an initial CNN model to distinguish between the one million 45 \times 45 color patches corresponding to contours and one million non-contour 45 \times 45 patches from BSDS500 dataset. This binary task teaches CNN to learn preliminary features and to classify whether the central point of a given color patch is an edge or not, without taking care of the patch attributes. Such simplification usually produces contour predictions with high recall but many false positives. Then we leverage the contour attributes to refine the pre-trained CNN in a multi-label prediction task. We employ a target of \( K+1 \) labels, all normalized to \( \{0, 1\} \) and consisting of one binary edge label and the \( K \)-bit attributes previously learned from the corresponding binary edge patch. The attribute codes for non-edge patches are treated as missing labels, of which the gradients are not back-propagated to update CNN weights.
that contains 60000 color images in 10 classes. We follow the standard protocol of using 50000 training and 10000 testing images to unsupervisedly learn visual attributes. During the retrieval phase, we randomly sample 1000 images (100 per class) as the query, and use the remaining images as the gallery set as in [14]. The evaluation metrics are mAP and precision at \( N \) samples. The average of 10 experimental results is reported.

For image classification, the 100 thousand unlabeled images of STL-10 [8] are used for our unsupervised attribute learning. Later, on STL-10 the SVM is trained on 10 pre-defined folds of 500 training images per class, as we report the mean and standard deviation of classification results on the 800 test images per class. On Caltech-101 [17] we follow [13] to select 30 random samples per class for training and no more than 50 samples per class for testing (images are resized to \( 150 \times 150 \) pixels), and repeat the procedure 10 times to report the mean and standard deviation again.

For contour detection, we use the BSDS500 dataset [2] with 200 training, 100 validation and 200 testing images. We evaluate by: fixed contour threshold (ODS), per-image best threshold (OIS), and average precision (AP) [2].

**Implementation details:** Throughout this paper, we set \( \alpha \) and \( \beta \) in Eq. 2 to 1, \( \gamma \) to 0.0005, and we use linear SVM classifiers with \( C = 1 \). For object detection pre-training, we adopt the AlexNet-style architecture [12]. The unsupervised network training converges in about 200K iterations, 3.5 days on a K40 GPU. We start with an initial learning rate of 0.001, and reduce it by a factor of 10 at every 50K iterations. We use the momentum of 0.9, and mini-batches of 256 resized images. For image retrieval and classification, we use the architectures of [14] (3 layers) and [13] (4 layers: 92c5-256c5-512c5-1024f), respectively. We generally follow their training details. For contour detection, We use the 6-layer CNN architecture of [43]. The momentum is set to 0.9, and mini-batch size to 64 patches. The initial learning rate is 0.01, and decreased by a factor of 10 every 40K iterations until the maximum iteration 150K is reached.

## 5. Results

**Datasets and evaluation metrics:** For object detection, we follow the standard Fast R-CNN evaluation pipeline [21] on the PASCAL VOC 2007 [15] test set, which consists of 4952 images with 20 object categories. No bounding box regression is used. The average precision (AP) and mAP measures are reported.

For image retrieval, we use the CIFAR-10 dataset [26] that contains 60000 color images in 10 classes. We follow the standard protocol of using 50000 training and 10000 testing images to unsupervisedly learn visual attributes. During the retrieval phase, we randomly sample 1000 images (100 per class) as the query, and use the remaining images as the gallery set as in [14]. The evaluation metrics are mAP and precision at \( N \) samples. The average of 10 experimental results is reported.

For image classification, the 100 thousand unlabeled images of STL-10 [8] are used for our unsupervised attribute learning. Later, on STL-10 the SVM is trained on 10 pre-defined folds of 500 training images per class, as we report the mean and standard deviation of classification results on the 800 test images per class. On Caltech-101 [17] we follow [13] to select 30 random samples per class for training and no more than 50 samples per class for testing (images are resized to \( 150 \times 150 \) pixels), and repeat the procedure 10 times to report the mean and standard deviation again.

For contour detection, we use the BSDS500 dataset [2] with 200 training, 100 validation and 200 testing images. We evaluate by: fixed contour threshold (ODS), per-image best threshold (OIS), and average precision (AP) [2].

**Implementation details:** Throughout this paper, we set \( \alpha \) and \( \beta \) in Eq. 2 to 1, \( \gamma \) to 0.0005, and we use linear SVM classifiers with \( C = 1 \). For object detection pre-training, we adopt the AlexNet-style architecture [12]. The unsupervised network training converges in about 200K iterations, 3.5 days on a K40 GPU. We start with an initial learning rate of 0.001, and reduce it by a factor of 10 at every 50K iterations. We use the momentum of 0.9, and mini-batches of 256 resized images. For image retrieval and classification, we use the architectures of [14] (3 layers) and [13] (4 layers: 92c5-256c5-512c5-1024f), respectively. We generally follow their training details. For contour detection, We use the 6-layer CNN architecture of [43]. The momentum is set to 0.9, and mini-batch size to 64 patches. The initial learning rate is 0.01, and decreased by a factor of 10 every 40K iterations until the maximum iteration 150K is reached.

### 5.1. Object Detection Pre-training

**Quality evaluation of unsupervised pre-training:** Before transferring our pre-trained features to object detection, we first directly evaluate the quality of our unsupervised pre-training on the ImageNet dataset, which is a perfect testbed due to its large size and rich data diversity. We consider evaluating our discovered visual clusters and attributes, the two key outputs from our unsupervised training.

Figure 3 provides some qualitative clustering results on relatively simple datasets. Now we quantify the clustering effects on ImageNet given the formed 30 thousand clusters and 1 thousand ground truth classes (not used during clustering). Specifically, the cluster purity is calculated as to correspond to the percentage of cluster members with the
Table 1. Detection results (%) with Fast R-CNN on the test set of PASCAL VOC 2007. We directly add our results to those reported in [34]. The results of [12] and [47] read different to their original evaluations because they use the framework of Fast R-CNN here instead of R-CNN [22]. The R-CNN results of [12] are included as a reference. Our features pre-trained by unsupervised attribute learning (K = 32, 64 bits) produce closer results to that of the recent unsupervised features [34] and supervised features pre-trained on ImageNet with labels.

Table 2. Retrieval results on the CIFAR-10 dataset: K-bit (16-64) Hamming ranking accuracy by mAP and precision@N = 1000.

Table 3. Classification accuracies (%) of supervised (top cell) and supervised (bottom cell) methods on STL-10 and Caltech-101.

5.2. Image Retrieval

This experiment shows the effectiveness of the attributes learned by our approach when they are used as binary hash codes in a retrieval task. We compare with five related unsupervised hashing methods in Table 2. As shown, our method significantly outperforms traditional SH, PCAH, LSH and ITQ methods due to the joint learning of hashing functions and features. We also consistently improve the mAP at different code bits over Deep Hashing (DH) since we adopt a discriminative paradigm rather than a reconstructive one.

Figure 7 visualizes our clear advantages in terms of both retrieval accuracy and consistency. Since our approach can discover the latent properties of both image foreground and background in an unsupervised manner, it is better at interpreting image scenes using multi-source information. Usually we generate K = 64 attribute codes which takes about 10ms on GPU. The code retrieval time is negligible.

5.3. Image Classification

For the STL-10 and Caltech-101 images, we learn visual attributes from 32 × 32 patches and use the resulting features to classify. Table 3 studies whether such patch-level learning will give rise to class discrimination at image level. We observe that our features with rich attributes lead to higher classification accuracies (peak at K = 64) on both datasets than all the other unsupervised features, and even out-compete the supervised one [45] by 6.7% on STL-10. This suggests that resolving attribute confusions indeed leads to class-discriminating features, even in the patch space. Moreover, the larger gains here than
Table 4. Contour detection results on BSDS500. The top and bottom cells list the pixel-wise and patch-wise methods, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>ODS</th>
<th>OIS</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sketch Token [30]</td>
<td>0.73</td>
<td>0.75</td>
<td>0.78</td>
</tr>
<tr>
<td>Ours (pixel)</td>
<td>0.75</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>N²-Fields [9]</td>
<td>0.75</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>DeepContour [43]</td>
<td>0.76</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>Ours (patch, K = 8 bits)</td>
<td>0.74</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>Ours (patch, K = 16 bits)</td>
<td>0.77</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>Ours (patch, K = 32 bits)</td>
<td>0.77</td>
<td>0.78</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Figure 8. Contour detection examples on BSDS500: (from left to right) original image, results of Sketch Token [30], our pixel-wise method, DeepContour [43], and our patch-wise method (K = 16).

Table 5. Ablation tests of image retrieval (mAP %) on CIFAR-10 and classification (accuracy %) on STL-10 and Caltech-101. All baselines work on $K = 64$ and we compare with the alternative clustering (middle cell) and hashing (bottom cell) techniques.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CIFAR-10</th>
<th>STL-10</th>
<th>Caltech-101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our original method</td>
<td>17.21</td>
<td>76.8 ± 0.3</td>
<td>89.4 ± 0.5</td>
</tr>
<tr>
<td>$k$-means+CNN</td>
<td>17.16</td>
<td>75.2 ± 0.3</td>
<td>88.6 ± 0.5</td>
</tr>
<tr>
<td>$k$-means+HOG</td>
<td>16.94</td>
<td>75.5 ± 0.3</td>
<td>87.3 ± 0.6</td>
</tr>
<tr>
<td>Triplet hashing [27]</td>
<td>17.17</td>
<td>76.7 ± 0.4</td>
<td>88.8 ± 0.6</td>
</tr>
<tr>
<td>UTH [31]</td>
<td>17.02</td>
<td>74.9 ± 0.4</td>
<td>86.7 ± 0.6</td>
</tr>
<tr>
<td>DH [14]</td>
<td>17.05</td>
<td>75.6 ± 0.3</td>
<td>87.9 ± 0.6</td>
</tr>
</tbody>
</table>

5.4. Contour Detection

Table 4 compares our pixel-wise and patch-wise contour detection methods with related methods. Since our contour pixels are jointly learned and output with rich contour attributes, our pixel-wise prediction tends to focus more on distinctive meaningful edges. The gains over $k$-means-based “shape-only” learner [30] validate this point, and their visual differences are shown in Figure 8. Our patch-wise version largely eliminates the pixel noise by averaging nearest neighbor patches retrieved using the attribute codes, with better results than the similar methods of deep neighbor searching [19] and clustering-based deep classification [43]. This proves our learned attributes can provide more faithful mid-level cues about image contours (see the detailed structures in our patch-wise edge map in Figure 8).

We observe saturated performance when using $K = 16$ attribute bits for retrieving contour patch neighbors. Note that neighbor retrieval in Hamming space is costless. We only need to enumerate the binary attribute codes with no searching at all. So to produce the final edge map, nearly all the time is spent on generating the required $K + 1$ maps themselves. The whole procedure takes about 60ms for a $321 \times 481$ image on a GPU.

5.5. Ablation Tests

We finally study the key components of our approach—unsupervised feature learning from visual clusters and weakly-supervised hash learning to highlight their unique strengths. At each time we replace one component with an alternative method and report the result in Table 5.

By comparing with the performance of $k$-means+CNN feature learning, we can find the benefit of using our modified unsupervised discriminative clustering method to guide the feature learning. We observe a further performance drop when replacing the alternating CNN feature learning with only HOG features. In this case, less meaningful visual clusters and features can be learned from data.

For our hashing component, we first indicate the importance of learning discriminative hashing functions by comparing with the unsupervised Deep Hashing (DH) [14]. DH only hashes to reconstruct the latent features thus yielding much less discriminative results. In contrast, our weakly-supervised method samples hash code triplets to softly enforce the cluster discrimination. Our method outperforms the similar triplet hashing methods [27, 31], mainly because they lack the hash code constraints (in Eq. 2) and define triplets by the noisy raw feature similarity respectively.

6. Conclusion

This paper proposes an unsupervised approach to deep learning discriminative attributes from unlabeled data. The input of our system can be natural images (patches) or binary contour patches. The output is a compact list of attributes in the form of binary codes. This is achieved by a novel two-stage pipeline consisting of unsupervised discriminative clustering and weakly-supervised hashing, where the visual clusters, hashing functions and feature representations are jointly learned. The resulting visual attributes and features are found to capture strong semantic meanings, and are transferrable to several important vision tasks. The transferability to more tasks will be studied in the future.
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